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• I. Can codon models accurately estimate selection?  

• II. Can codon models accurately estimate mutation?   

• III. Can codon models disentangle mutation and selection?
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Codon models take advantage of the genetic code

• Non-synonymous substitutions are reflecting the effect of mutation, selection and drift.

• Synonymous substitutions are considered selectively neutral, reflecting the mutational processes.

• Contrasting non-synonymous and synonymous substitution rates allows estimating the strength of 
selection exercised on proteins.

Species tree

Protein coding DNA alignmentNon-synonymous substitution
Synonymous substitution

ATG|GGA|TCC|ATG|CTA|CGA|TCG 

ATG|CGA|TCG|ATC|CAT|CGA|TCG 

ATG|CGA|TCG|AAG|CTT|CGA|TCC 

ATG|CGA|TCC|ATG|GTA|CGA|TCG 

ATG|CGA|TAG|AAG|CTT|CGA|TCG 

ATG|GGA|TCC|ATG|CTA|CGA|TCG 

ATG|CGA|TCG|ATC|CAT|CGA|TCG 

ATG|CGA|TCG|AAG|CTT|CGA|TCC

ATG|CGA|TCC|ATG|GTA|CGA|TCG 

ATG|CGA|TAG|AAG|CTT|CGA|TCG 

King & Jukes (1969); Kimura (1983); Goldman & Yang (1994); Muse & Gaut (1994).
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substitution

Synonymous
substitution

ω
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non-synonymous mutations
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between

nucleotides

ω

Phylogenetic codon models

•ω can be interpreted as the average fixation probability of non-synonymous mutations, 
relative to neutral mutations.

Goldman & Yang (1994); Muse & Gaut (1994); Rodrigue et al (2008).
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ω>1 ω<1

Non-synonymous
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Synonymous
substitution
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Scaling factor exerced on

non-synonymous mutations

Phylogenetic codon models

• Detecting fast evolving genes.
→ Kosiol et al (2008).
• Detecting rapidly changing sites.
→ Nieslen & Yang (1998); Enard et al (2016).
• Decting burst of evolution.
→ Yang & Nielsen (1998); Zhang & Nielsen (2005).

• Stronger selection for highly expressed proteins. 
→ Drummond (2005); Zhang & Yang (2015).
• More constrains for buried sites inside a protein.
→ Ramsey et al (2011); Echave et al (2016).
• Weaker selection for long-lived and bigger species.
→ Popadin et al (2007); Lanfear et al (2010).
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Mutation and selection are modelled
separately in codon models

• Codon models seek to capture mutation at the level of nucleotide and selection at 
the level of amino-acids.

• Can codon models disentangle mutation and selection?

ATG|GGA|TCC|ATG|CTA|CGA|TCG 

ATG|CGA|TCG|ATC|CAT|CGA|TCG 

ATG|CGA|TCG|AAG|CTT|CGA|TCC 
ATG|CGA|TCC|ATG|GTA|CGA|TCG 

ATG|CGA|TAG|AAG|CTT|CGA|TCG 

Alignment of coding sequence
A C G T

A

C

G

T

Mutation matrix
(9 parameters)

+ ω
Scaling factor on 
non-synonymous

substitutions
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Part I. 
Can codon models accurately 

estimate selection?
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Muse & Gaut codon model reliably estimate selection

• The Muse & Gaut (MG) model is the most accurate to infer selection.

• MG model predicts that the observed bias in nucleotide composition is equal to 
the underlying mutation bias.

Spielman & Wilke (2015) - The relationship between dNdS and scaled selection coeffcients - MMBE

probability from codon AAA to AAG would contain the
target codon frequency PAAG in GY-style models but the
target nucleotide frequency �G in MG-style models.
Moreover, the GY-style models conform explicitly to a gen-
eral-time reversible (GTR) form, whereas MG-style matrices
do not, at first glance, appear to follow the same framework.
However, as we show in Appendix B, it is indeed possible to
write MG-style matrices such that they conform to the GTR
framework. This insight explicitly justifies using a time-revers-
ible Markov process to describe these models, and it addi-
tionally demonstrates that the F1x4 codon frequency
estimator (Muse and Gaut 1994) represents the state fre-
quencies of the MG-style framework.

Previous works have suggested that MG-style and GY-style
models yield different ! estimates (Kosakovsky Pond and
Muse 2005; Yap et al. 2010), so we inferred ! according to
both GY- and MG-style frameworks. For GY-style models, we
used the frequency estimators F61 (Goldman and Yang 1994),
F3x4 (Goldman and Yang 1994), CF3x4 (Kosakovsky Pond
et al. 2010), and F1x4 (Muse and Gaut 1994). For MG-style
models, we considered both a parameterization with four
global nucleotide frequency parameters and a parameteriza-
tion which employed 12 nt frequency parameters to allow for
different frequencies at each codon position. We term the
former framework MG1 and the latter MG3. Note that our
MG1 corresponds to the original MG-style model (Muse and

Gaut 1994), whereas our MG3 corresponds to the so-called
MG94�HKY85 model (Kosakovsky Pond and Muse 2005).

Figure 3 shows the resulting relationships between dN/dS
and ! MLEs for each set of mutation rates (NP, yeast, and
polio), across model frequency parameterizations. Figure 3A
displays the estimator bias, defined as the average difference
between the true dN/dS value and the ! MLEs. Figure 3B
displays the precision in this relationship, measured by the
squared correlation coefficient r2 between dN/dS and !. The
exact bias and r2 values are given in supplementary tables S1
and S2, Supplementary Material online, respectively, and full
regression plots for dN/dS versus ! are shown in supplemen-
tary figure S1, Supplementary Material online.

Two distinct trends emerge from figure 3. First, asymmetry
in the mutational process consistently induced significant
bias in ! estimates. Most often, the model underestimated
! relative to the true dN/dS value. Based on simulations with-
out any selection (dN=dS ¼ 1), Yap et al. (2010) had previ-
ously suggested that GY-style models produce negatively
biased ! estimates. Our results generalize this finding and
show that this bias is pervasive, remains approximately con-
stant through a wide range of dN/dS values, and is not limited
to the GY-style framework (fig. 3A, supplementary table S1
and fig. S1, Supplementary Material online). Furthermore, this
bias systematically increased in magnitude as the underlying
mutational process became more asymmetric. Indeed, for all
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FIG. 2. Combinedmodeling approach to assess performance of dN/dS inference frameworks. (A) Protein-coding alignments are simulated in theMutSel
modeling framework. dN/dS can then be calculated (“predict”) from scaled selection coefficients as well as through anML inference framework (“infer”).
Comparing resulting quantities reveals the accuracy of the chosen inference framework. (B) Regression between predicted dN/dS values and inferred !
MLEs. Each point corresponds to a single simulated alignment, and the solid line is the x= y line. (C) Convergence of ! MLEs to the true dN/dS value.
The y axis indicates the relative error of the ! MLE, and the x axis indicates the number of positions in the simulated alignment. As the number of
positions and hence the size of the data set increases, ! converges to the predicted dN/dS value. The solid line is the y=0 line, indicating no error.
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frequency parameterizations, ! MLEs were most accurate
under NP mutation rates, and both accuracy and precision
tended to decrease as mutational bias progressed from yeast
to polio mutation rates.

Second, frequency parameterizations which more closely
matched the mechanistic process that generated the data
(MG1 and MG3) generally outperformed all other frequency
estimators. In particular, MG1 clearly performed the best of all
frequency estimators considered, featuring by far the least
amount of estimator bias for the highly asymmetric polio
mutation rates. This result makes intuitive sense, as the
MG-style framework most mechanistically matches the
MutSel framework among all dN/dS-based frameworks exam-
ined here. Indeed, in the case of neutral evolution, !=1 in an
MG-style matrix, and the ratio of fixation probabilities in the
MutSel matrix will also equal 1. Therefore, nucleotide muta-
tion rates alone comprise each model’s rate matrix, demon-
strating that MG-style and MutSel models are virtually
identical under neutral evolution. Importantly, this corre-
spondence does not hold for GY-style matrices which, as
they incorporate target codon frequencies, do not explicitly
consider nucleotide mutation rates. Thus, we highly recom-
mend that researchers employMG-style matrices in their dN/
dS inferences to minimize bias. We note that this modeling
framework is available throughHyPhy (Kosakovsky Pond et al.
2005) and/or the Datamonkey server (Delport et al. 2010).

Model with Best Fit Is Not the Model That Yields the
Most Accurate Parameter Estimates

Strikingly, when we examined model fit using Akaike infor-
mation criterion (AIC) scores (Akaike 1974; Burnham and
Anderson 2004) for the different frequency parameteriza-
tions, we found that the F61 parameterization was unequiv-
ocally the best-performing model, on average, for all data sets
(table 1). This result dramatically juxtaposed the substantial
inaccuracy and imprecision in ! that F61 frequently yielded.
In particular, F61 had themost estimator bias for NP data sets
as well as the least precision for both NP and polio data sets
(fig. 3). Thus, we found AIC could not identify the model

which produced the most accurate estimates for the param-
eter of interest.

Although this result may seem counterintuitive, it is im-
portant to note that AICmeasures goodness-of-fit by approx-
imating the Kullback–Leibler (KL) distance between a given
candidate model and the true model. As the MutSel frame-
work defines selection coefficients in terms of stationary fre-
quencies, it indeed follows that the F61 estimator, which
explicitly incorporates empirical codon frequencies into the
rate matrix, should be selected as the best-fitting model, in
spite of its biased parameter estimates. Therefore, we addi-
tionally assessed whether Bayesian information criterion (BIC)
might provide a more accurate indication of model perfor-
mance. However, BIC scores yielded the same overarching
trend as did AIC scores in which F61 dramatically outper-
formed all other frequency parameterizations (supplemen-
tary table S3, Supplementary Material online).

This finding has broad implications for practices in model
selection. In particular, it appears that model fit can be con-
founded with model accuracy, such that the model with
better model fit may produce less accurate parameter esti-
mates. We find that, if the data are generated by a process
distinct from the inference model, standard model selection
quantities cannot necessarily identify which model produces
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FIG. 3. Estimator bias and precision of ! estimates for various model frequency parameterizations. (A) Estimator bias and (B) Precision (r2) values
between dN/dS and!MLEs across model frequency parameterizations, for each set of nucleotide mutation rates. To calculate bias, we fit a linear model
with ! as the response and dN/dS as the predictor, with a fixed slope of 1, and the resulting intercept value represents the bias. Negative biases indicate
! MLEs that are, on average, lower than dN/dS. Note that all standard errors for bias are smaller than the symbol size.

Table 1. Mean �AIC for Data Sets Simulated with NP, Yeast, or
Polio Virus Mutation Rates.

Frequencies NP Yeast Polio

F61 0 0 0

CF3x4 �9519.53 �7843.77 �7975.94

MG1 �13207.5 �9924.05 �5147.57

F1x4 �13410.54 �13544.47 �15468.29

MG3 �14287.28 �12737.57 �8624.87

F3x4 �14699.22 �17277.3 �19384.58

NOTE.—The order of frequency models shown in the table corresponds to the
model ranking for NP, and the ranking differs somewhat for yeast and polio data
sets. AIC is computed as AIC ¼ 2ðk� ln LÞ, where k is the number of free param-
eters of the model, and ln L is the log-likelihood (Akaike 1974; Burnham and
Anderson 2004). Number of free parameters for each model is F61, 63; CF3x4, 12;
MG1, 6; F1x4, 6; MG3, 12; and F3x4, 12. Note that, for each model, three of the
parameters are !, �, and a global branch-length scaling parameter, and the remain-
ing parameters are either empirical codon or nucleotide frequencies.
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dN/dS and selection coefficients . doi:10.1093/molbev/msv003 MBE
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Observed bias in the nucleotide composition
is not the underlying mutation bias

• Then, how does the MG model performs under a mutation bias?

Singer and Hickey (2000) - Nucleotide bias causes a genomewide bias in the amino-acid composition of proteins - MMBE

1584 Singer and Hickey

FIG. 2.—Comparison of nucleotide compositions at synonymous
and nonsynonymous sites. For each of the genomes shown in figure
1, the G�C content at synonymous sites (filled circles) and nonsynon-
ymous sites (open circles) were plotted against the total G�C content
of the coding sequences.

Finally, we were concerned that our results might
be skewed by the fact that not all genomes contain the
same set of genes. For instance, some genomes might
have a higher proportion of membrane-spanning pro-
teins, and this could result in differences in amino acid
composition that are functionally based. In order to
eliminate this possibility, we performed an additional
comparison, using only the amino acid and nucleotide
compositions of genes that are shared between these ge-
nomes. In this way, we could separate the effects of
nucleotide bias from the effects of functional constraint.
Homologous genes were identified by sequence similar-
ity searches. Although we found hundreds of genes in
common between any pair of genomes (see below), we
limited this analysis to a core set of 47 genes that were
common to all 22 genomes. Again, we found a strong
relationship (P � 10�10) between the nucleotide content
at synonymous sites and amino acid composition for this
set of homologous genes (fig. 1E and F). It is important
to note that most of the variability in amino acid fre-
quencies between these sequences can be explained by
nucleotide bias (r2 � 0.64 for the FYMINK amino acids,
and 0.67 for the GARP amino acids). Even more sur-
prising is that because these genes were identified via
stringent sequence similarity searches, only the most
conserved genes were included in the analysis. Since we
have shown that rapidly evolving sequences are more
prone to nucleotide bias (see below), the results based
on this relatively conserved group of genes gives an
underestimate of the average effect of nucleotide bias
on amino acid composition. In fact, this restriction of
the analysis to relatively conserved sequences explains
why the slopes of the regression lines in figure 1E and
F are less than those in figure 1C and D.

Because phylogenetically related species are ex-
pected to have similar nucleotide and amino acid biases,

it is plausible that the results shown in figure 1A–F re-
flect phylogenetic history rather than mutational bias.
Pagel and Harvey (1988) have summarized the primary
methods to distinguish evolutionary trends from phylo-
genetic artifacts. All of these methods depend on some
degree of replication of the trend within phylogeneti-
cally independent lineages. With our data set, we had an
opportunity to look for repeated trends within two dis-
tinct lineages, the eubacteria and the archaea. A simple
inspection of the distribution of open circles (eubacteria)
and filled circles (archaea) in figure 1A–F suggests that
the trend is indeed repeated within both of these two
major lineages and that no significant difference exists
between these two sets of data. In order to verify this
impression, new regressions were calculated for each of
these two kingdoms. We found that the regression was
significant (P � 0.003) within both the eubacteria and
the archaea, indicating that the trend is indeed repeated.
In addition, our comparison of Plasmodium and Sac-
charomyces proteins (see below) indicated that a similar
trend was also repeated within the eukaryotic kingdom.
We then used the analysis of covariance to test for dif-
ferences between the slopes of the regression lines for
the eubacterial and the archaeal data sets. We found no
significant difference between the two groups. In other
words, not only is the trend repeated, but also the mag-
nitude of the effect is very similar within both the eu-
bacteria and the archaea. This is entirely consistent with
the impression obtained from the simple visual inspec-
tion of the data points in figure 1.

Amino Acid Changes Within Individual Genes

In order to examine the effects of nucleotide bias
on individual genes in more detail, we decided to com-
pare the two genomes with the most distinct nucleotide
compositions available. We identified the genes in com-
mon between the genomes of the highly AT-rich genome
of B. burgdorferi and the very GC-rich genome of M.
tuberculosis in an analysis similar to that used by Lafay
et al. (1999) . We identified 305 genes common to these
two organisms, and we measured the synonymous nu-
cleotide frequencies and amino acid contents of each
one (fig. 3A and B). Although there was no overlap in
the synonymous GC contents of these two genomes,
there did appear to be some overlap in the amino acid
proportions of the encoded proteins. This apparent over-
lap disappeared, however, when we compared homolo-
gous gene pairs (fig. 4). For every gene, the GARP/
FYMINK ratio in the M. tuberculosis homolog was
higher than that of the corresponding gene in B. burg-
dorferi (fig. 4). A one-tailed paired-sample t-test showed
this difference to be highly significant (P � 3 � 10�122).
In effect, these results can be viewed as a replicated
experiment. Each gene underwent two different evolu-
tionary ‘‘treatments’’: one evolved in an AT-biased en-
vironment, while the other evolved in a GC-rich envi-
ronment. This ‘‘experiment’’ was repeated for 305
genes, and all of them evolved in the directions we
predicted.
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Part II. 
Can codon models accurately

estimate mutation?
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Codon models do not accurately estimate the mutation bias

Latrille & Lartillot (2022) - An improved codon modeling approach for accurate estimation of mutation bias - MMBE

ATG|GGA|TCC|ATG|CTA|CGA|TCG 

ATG|CGA|TCG|ATC|CAT|CGA|TCG 

ATG|CGA|TCG|AAG|CTT|CGA|TCC 
ATG|CGA|TCC|ATG|GTA|CGA|TCG 

ATG|CGA|TAG|AAG|CTT|CGA|TCG 
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• Codon models struggle between true mutation bias and observed bias in nucleotide composition. 
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Part III. 
Can we construct codon models to  
disentangle mutation and selection?
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Codon positions have different biases in observed nucleotide compositions

Latrille & Lartillot (2022) - An improved codon modeling approach for accurate estimation of mutation bias - MMBE

ATG|GGA|TCC|ATG|CTA|CGA|TCG 

ATG|CGA|TCG|ATC|CAT|CGA|TCG 

ATG|CGA|TCG|AAG|CTT|CGA|TCC 
ATG|CGA|TCC|ATG|GTA|CGA|TCG 

ATG|CGA|TAG|AAG|CTT|CGA|TCG 
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Site-speci�c amino-acid 
�tness pro�les

Qi;j ¼ 0 if codons i and j are more than one mutation away;

Qi;j ¼ RMði;jÞ if codons i and j are synonymous;

Qi;j ¼ xRMði;jÞ if codons i and j are nonsynonymous:

8>><
>>:

(2)

The model can be fitted by maximum likelihood. Then,
from the estimate of bR, one can derive a nucleotide bias
toward AT as:

bkMG ¼ ðcrA þ brTÞ=ðcrG þcrCÞ: (3)

As for the mean strength of selection h2NePfixi, a direct es-
timate is given by bx.

As shown in figure 3A, estimate of the mutational bias is
halfway between the nucleotide bias observed in the align-
ment and the true mutational bias used during the simula-
tion. Thus, theMGmodel cannot reliably infer themutational
bias. On the other hand, bx is close to the underlying mean-

A B C

D E F

FIG. 1. Simulations of 61 primates taxa, 4,980 codon sites, with 100 replicates. Solid lines represent themean value over the replicates, and the colored
area the 95% interquantile range. Top row (A–C): observed AT=GC composition of simulated alignment (first, second, and third coding positions), as
a function the underlyingmutational bias towardAT (k), under different stringencies of selection (different values of relative effective population size
Nr). Bottom row (D, E): mean-scaled fixation probability of nonsynonymousmutations along simulations, h2NePfixi, for all mutations (D) and for AT-
to-GC mutations only (E), as a function of the mutational bias (k), under different relative effective population sizes (Nr). (F) Ratio of mean-scaled
fixation probability for AT-to-GC over GC-to-AT mutations, as a function of the mutational bias and under different stringencies of selection (Nr).
Mutational bias is balanced by selection in the opposite direction, where this effect increases with the stringency of selection.

FIG. 2. Overall procedure for simulation under a site-specificmutation–selection codonmodel and inference using a homogeneous codonmodels.
The value of the mutational bias (k) used for simulations can be compared with the value estimated by the codon models (bk) once fitted to the
simulated alignment. The mean-scaled fixation probability of nonsynonymous mutations (h2NePfixi) is recorded along the simulation trajectory,
and is directly comparable with bx such as estimated by codon models.

Latrille and Lartillot . doi:10.1093/molbev/msac005 MBE
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• Are mutation selected in different direction?
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Selection is opposed to the mutational bias

Latrille & Lartillot (2022) - An improved codon modeling approach for accurate estimation of mutation bias - MMBE

Cartoon representation.

Simulations, 5000 sites and 498 species.

Species tree
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• We need codon models with selection in different directions.
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Modelling selection in different directions allows 
to accurately infer mutation biases

Latrille & Lartillot (2022) - An improved codon modeling approach for accurate estimation of mutation bias - MMBE
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scaled fixation probability h2NePfixi computed during the
simulation (61 primates taxa, 4,980 codon sites, 100 repli-
cates), with a precision of 97.2%. Thus, the failure to correctly
estimate the mutation process does not seem to have a
strong impact on the estimation of the overall strength of
selection, at least in the present case.

! As a Tensor: MF Derivation
We would like to derive a codon model that would be more
accurate than the MG model concerning the estimation of
the mutation bias, but that would still be site-homogeneous.
However, the true process is site-specific. The link between
the two can be formalized by projecting the site-specific pro-
cesses onto a gene-wise process, using what can be seen as a
MF approximation (Goldstein and Pollock 2016). The gene-
wise process obtained by this procedure is expressed in terms
of mutation rates and mean-scaled fixation probabilities.
Finally, the mean-scaled fixation probabilities can be identi-
fied with the x-tensor.

Specifically, at each site z, the underlying codon process is:

Q
ðzÞ
i;j ¼ 0 if codons i and j are more than one mutation away;

Q
ðzÞ
i;j ¼ RMði;jÞ if codons i and j are synonymous;

Q
ðzÞ
i;j ¼ RMði;jÞ2NeP

ðzÞ
fix ði; jÞ if codons i and j are nonsynonymous:

8>>>><
>>>>:

(4)

Where 2NeP
ðzÞ
fix ði; jÞ is the scaled fixation probability of codon

j against codon i, at site z. At equilibrium of the process,
averaging over sites under the equilibrium distribution gives
the MF gene-level process:

hQi;ji ¼ 0 if codons i and j are more than one mutation away;

hQi;ji ¼ RMði;jÞ if codons i and j are synonymous;

hQi;ji ¼ RMði;jÞh2NePfixði; jÞi if codons i and j are nonsynonymous:

8>><
>>:

(5)

However, because selection between codons reduces to se-
lection between pairs of amino acids, h2NePfixði; jÞi only
depends on the amino acids encoded by i and j (see
Derivation of MF Model in Materials and Methods). Thus,
by identification, the inference model should be

parameterized by a set ofx values for all pairs of amino acids,
denotedxx;y. For 20 amino acids, the total number of pairs of
amino acids is 190, hence 380 parameters by counting in
both directions. However, because of the structure of the
genetic code, there are 75 pairs that are one nucleotide
away, since some amino acids are not directly accessible
through a single nonsynonymous mutation. As a result,
the number of parameters necessary to determine all non-
zero entries of the tensor (xx;y) in both directions is 150.
Finally, under the assumption of a reversible process, the
number of parameters can be reduced to 75 symmetric
exchangeabilities (bx;y) and 20 stationary effects (�x):

xx;y ¼ �ybx;y; where bx;y ¼ by;x: (6)

Altogether, the substitution rates between codons Qi;j are
defined as:

Qi;j ¼ 0 if codons i and j are nonneighbors;

Qi;j ¼ RMði;jÞ if codons i and j are synonymous;

Qi;j ¼ RMði;jÞxAðiÞ;AðjÞ if codons i and j are nonsynonymous;

8>><
>>:

(7)

whereAðiÞ is the amino acid encoded by codon i andxx;y is
given by equation (6).

This MF model is fitted by maximum likelihood, giving an
estimate for its parameters, bR; bb and b�. Then, from the esti-
mate of the GTR nucleotide matrix (bR), a mutation bias bkMF

can be estimated as previously (eq. 3 above).
As shown in figure 3B, and under a variety of scenarios

(number of sites, branch lengths, tree topology) in
Supplementary Material online, bkMF under the MF model
provides an accurate estimate of the true mutational bias.
In other words, the MF model can tease out the observed AT
=GC bias of the alignment and the underlyingmutational bias
Interestingly, in spite of invoking a single mutation bias across
all nucleotide sites, the MFmodel predicts distinct nucleotide
frequencies at the three coding positions (Supplementary
Material online). These predicted frequencies match the fre-
quencies that are observed on the alignment. In other words,
the MF model is able to explain how a site-homogeneous
mutational process combined with a selective pressure acting

A B C

FIG. 3. Simulations with 61 primates taxa and 4,980 codon sites. Estimated versus truemutational bias, using a codonmodel in whichx is modeled
as a scalar (MG formalism, MG, panel A) or as a tensor (MF approach, panel B), or by applying a GTR nucleotide model to the 4-fold degenerate
third-coding positions only (panel C).
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simulation (61 primates taxa, 4,980 codon sites, 100 repli-
cates), with a precision of 97.2%. Thus, the failure to correctly
estimate the mutation process does not seem to have a
strong impact on the estimation of the overall strength of
selection, at least in the present case.

! As a Tensor: MF Derivation
We would like to derive a codon model that would be more
accurate than the MG model concerning the estimation of
the mutation bias, but that would still be site-homogeneous.
However, the true process is site-specific. The link between
the two can be formalized by projecting the site-specific pro-
cesses onto a gene-wise process, using what can be seen as a
MF approximation (Goldstein and Pollock 2016). The gene-
wise process obtained by this procedure is expressed in terms
of mutation rates and mean-scaled fixation probabilities.
Finally, the mean-scaled fixation probabilities can be identi-
fied with the x-tensor.

Specifically, at each site z, the underlying codon process is:
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i;j ¼ 0 if codons i and j are more than one mutation away;

Q
ðzÞ
i;j ¼ RMði;jÞ if codons i and j are synonymous;
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ðzÞ
fix ði; jÞ if codons i and j are nonsynonymous:
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(4)

Where 2NeP
ðzÞ
fix ði; jÞ is the scaled fixation probability of codon

j against codon i, at site z. At equilibrium of the process,
averaging over sites under the equilibrium distribution gives
the MF gene-level process:

hQi;ji ¼ 0 if codons i and j are more than one mutation away;

hQi;ji ¼ RMði;jÞ if codons i and j are synonymous;

hQi;ji ¼ RMði;jÞh2NePfixði; jÞi if codons i and j are nonsynonymous:
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>>:

(5)

However, because selection between codons reduces to se-
lection between pairs of amino acids, h2NePfixði; jÞi only
depends on the amino acids encoded by i and j (see
Derivation of MF Model in Materials and Methods). Thus,
by identification, the inference model should be

parameterized by a set ofx values for all pairs of amino acids,
denotedxx;y. For 20 amino acids, the total number of pairs of
amino acids is 190, hence 380 parameters by counting in
both directions. However, because of the structure of the
genetic code, there are 75 pairs that are one nucleotide
away, since some amino acids are not directly accessible
through a single nonsynonymous mutation. As a result,
the number of parameters necessary to determine all non-
zero entries of the tensor (xx;y) in both directions is 150.
Finally, under the assumption of a reversible process, the
number of parameters can be reduced to 75 symmetric
exchangeabilities (bx;y) and 20 stationary effects (�x):

xx;y ¼ �ybx;y; where bx;y ¼ by;x: (6)

Altogether, the substitution rates between codons Qi;j are
defined as:

Qi;j ¼ 0 if codons i and j are nonneighbors;

Qi;j ¼ RMði;jÞ if codons i and j are synonymous;

Qi;j ¼ RMði;jÞxAðiÞ;AðjÞ if codons i and j are nonsynonymous;
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>>:

(7)

whereAðiÞ is the amino acid encoded by codon i andxx;y is
given by equation (6).

This MF model is fitted by maximum likelihood, giving an
estimate for its parameters, bR; bb and b�. Then, from the esti-
mate of the GTR nucleotide matrix (bR), a mutation bias bkMF

can be estimated as previously (eq. 3 above).
As shown in figure 3B, and under a variety of scenarios

(number of sites, branch lengths, tree topology) in
Supplementary Material online, bkMF under the MF model
provides an accurate estimate of the true mutational bias.
In other words, the MF model can tease out the observed AT
=GC bias of the alignment and the underlyingmutational bias
Interestingly, in spite of invoking a single mutation bias across
all nucleotide sites, the MFmodel predicts distinct nucleotide
frequencies at the three coding positions (Supplementary
Material online). These predicted frequencies match the fre-
quencies that are observed on the alignment. In other words,
the MF model is able to explain how a site-homogeneous
mutational process combined with a selective pressure acting
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FIG. 3. Simulations with 61 primates taxa and 4,980 codon sites. Estimated versus truemutational bias, using a codonmodel in whichx is modeled
as a scalar (MG formalism, MG, panel A) or as a tensor (MF approach, panel B), or by applying a GTR nucleotide model to the 4-fold degenerate
third-coding positions only (panel C).
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• Muse & Gaut codon model with a single parameter of selection is accurate, 
 although it does not reliably estimate mutational biases.

• Muse & Gaut codon model should be used to estimate selection.

• Mutational bias is balanced by a fixation bias (selection) in the opposite direction.

• Should not be confused with GC-biased gene conversion.

• Inference of mutational bias requires to model fixation bias in different directions. 

• How can we measure the load generated by mutation bias and GC-biased gene conversion?

Conclusion


